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About me

e Lead of Data and Al Section — 50 researchers and
engineers

e Research in intelligent agents, machine learning,
swarming technology, genetic algorithms, deep
learning on high performance, quantum, and
neuromorphic computers.

e 160+ research papers, 19 patents, 4 R&D 100 awards,
3 Gordon Bell Finalists

 Married 36 years, a son in the US Navy, and a
daughter who works at ORNL

» Love/Hate relationship with my 1966 GTO (since 1980) % ( P >.

%OAK RIDGE

National Laboratory




Machine Learning and Al —
It's a wild ride

o Alis everywhere, everyone is an expert

o Great opportunities with huge
challenges

o A pivotal time for Al in mobility




Brief History of Al — The Perceptron — Model the Brain

1943 - The Perceptron — a simple neuron and
synapse system

wo(t) = 6
Perceptron

McCulloch, W; Pitts, W (1943). "A Logical
Calculus of Ideas Immanent in Nervous

] 9 58 - Perce o fron mach N e creqated ,10\1cgzu1ty33 Bulletin of Mathematical Biophysics. 5:

Start of the first Al revolution

Could not do XOR, the Perceptron is dead

Rosenblatt, Frank (1957). "The Perceptron—a

perceiving and recognizing automaton". Report
85-460-1. Cornell Aeronautical Laboratory.
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https://www.bibsonomy.org/bibtex/13e8e0d06f376f3eb95af89d5a2f15957/schaul
https://www.bibsonomy.org/bibtex/13e8e0d06f376f3eb95af89d5a2f15957/schaul
https://www.bibsonomy.org/bibtex/13e8e0d06f376f3eb95af89d5a2f15957/schaul

Expert System — Follow the rules

Attributes
Pictures
Tensors

Attributes
Pictures
Tensors

Nodes

Networks

Rules

Represent knowledge in graphs and
rules

Nodes
Networks
Rules

With enough knowledge and rules a

computer should be able to thinke
o
Define a representation and rules for @

an employee@e 6’@

Expert Systems
Meta Models
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The Perceptron and GPUs

— Fast simulation of brain
structure Neural Network

—Train on examples (people’s
faces)

— Predict based on new data

— Revolutionary results, new Al
revolution
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New Al Trends

[_Softmax ]
Add & Norm
Feed
Forward
J |
_ 1
Add & Norm Multi-Head
Attention
Nx I I
N Add & Norm
Masked I I
Multi-Head Multi-Head
Attention Attention
L L -
. J . — )
Positional @ & Positional I I I
Encoding Encoding
Input Output
Embedding Embedding

Large Language Model Learning from graphs Brain Inspired Computing

*Does this person fit in my social *Native Al at very low power
network?

* What word comes nexte

Vaswani, A., “Atftention Is All You Kwei-Herng Lai, et al. 2020. Policy-GNN: Catherine Schuman
Need”, arXiv e-prints, 2017. Aggregation Optimization for Graph Neural
Networks.(KDD '20).
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Example: Representing an employee

Rio vactior

Bio vector

Network vector

Bio vector Bio vector

Co-references Network vector

Network vector

Biography \ . -/ Professional Network
"My name is Alex Drysdale and I am a \N a4
Junior Web Developer for Oswald
Technologies. I am an accomplished g g
Bio vector g
e LB o e
California Institute of Technology in 2016 Network vector <:| ‘é)gﬁ =7|‘]"E';D:_ZZI;Z @
with a bachelor's degree in software
development. While in school, I earned the

coder and programmer, and I enjoy using
2015 Edmund Gains Award for my Large Graph

day at Oswald Tech. I graduated from the

my skills to contribute to the exciting

technological advances that happen every

exemplary academic performance and Language Neural
leadership skills." Model Network
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Example: Using the network

Bio vector Is this person a fit for SMMC?

Network vector ®
N %E> What sessions would be of interest?
Smoky Mountain Mobility
Who should they meet?
A Graph
Neural
Network

Riovactor

Bio vector

Network vector
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Nine Yards — Material Science

Publication |

Publication |

Publication

Formula

Concept

In the title salt, C,,H,,N,O, -1, the asymmetric unit consists
of a pyridinium cation bearning a (1-methyl-5-nitro-1F-
imidazol-2-yl)methyl group at the N position and an iodide
anion. The imidazole ring is quasiplanar, with a maxiumum
deviation of 0.0032 (16) A, and forms a dihedral angle of
67.39 (6)° with the plane of the pyridinium ring. The crystal
packing can be described as alternating zigzag layers of cations
parallel to the (001) plane, which are sandwiched by the iodide
ions. The structure features two types of hydrogen bonds (C—
H---O and C—H---I), viz. cation—-anion and cation—cation,
which lead to the form ation of a three-dimensional network.

Figure 1: The Transformer - model architecture
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Knowledge
Graph

Dubkhlication I

Dubkhlication I

Publication

Formula

Co-references

C10H111N4 O2

Publication

Formula

Publication I

Publication I

Publication

Formula

Co-authors
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Generative Al and Knowledge Graph

C10H111N4 02

Publication
Will this material produce a better
Formula batteries?

Under what conditions can this
battery operate?

Enhanced Storage

Composites A IC\13r0|0h| Can it be used to power a vehicle?

eurd
— | Network

LiMn204

Bio vector

Network vector
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Neuromorphic Computing: Back to the perceptron in hardware -
Engine Conftrol for Fuel Efficiency

| 164 x SNN
| I I e Fixed Control
. 141 ———- CoV Threshold
Engine 11 Fuel Ll % Best
Signal Control o
I I 510
>
S 8
11 | 6
4_
Spiking Neural Network (SNN) N | |
96 98 100 102 104 106 108

Total Fuel Injected (g)

Internal
Combustion
Engine

Fithess

Trained SNN
for
Deployment

Simulation
Closed Loop
Control

Neuromorphic
Simulation

evaluate

Observations
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Catherine D. Schuman, Steven R. Young, J. Parker Mitchell, J. Travis Johnston, Derek Rose, Bryan P. Maldonado,
Brian C. Kaul. “Low Size, Weight, and Power Neuromorphic Computing to Improve Combustion Engine Efficiency.”
International Conference on Green and Sustainable Computing 2020. Accepted.



Neuromorphic Engine Conftrol for Fuel Efficiency
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DASIC

 Objective

- Develop a prediction model for estimation of future system state and utility 2 removes computation load
from the RL engine and can be used as a low-cost, low fidelity model to improve RL efficiency.

- Develop areinforcement learning-based control system for traffic signal timing.
- Partial Observability Issue: limited sensor coverage - use Graph Neural Network (GNN) to estimate.

- Scalability: RL agent is trained in a decentralized way: all controllers to have an independently trained with
neighbor data-> allow rapid real world deployment.

 Coupled Transportation Digital Twins and Al-empowered Contirol

Network Selection Sensors Traffic data

5 Signal Timing Plans

- |"IJJ — |: ]
Sl el =

*‘& Real-Twin

Traffic Digital Twin

%OAK RIDGE Traffic Network Selection ) Al Control Model Training, ) Field Demonstration and

National Laboratory a?)d Di?it%ﬂ thin Testing, and Validation Performance Evaluation
evelopmen
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Neuromorphic Computing: Energy Efficient Al for the Edge

From small scale Test &
Development

« Open research questions:

1. How do we design Al for
edge computing?

2. What are the technological
barriers to development and
deployment of Al to the
edge?¢

3. How effective can Al
leverage multi-sensor data
(e.g., cameraq, LIDAR, Radar,

GPS, IMUs) 2
To full scale Test &
Development
QK RIpGE




Driving Innovation: The Strength of ORNL

Recognized Excellence: Our groundbreaking Al research has garnered

9 Awq rd -Win ning AI Resequh: prestigious awards, pushing the boundaries of artificial intelligence and its

transformative potential.

— N dﬁoncﬂ Tra nspori'cﬂ'ion Researc h Pioneering Mobility SoIp’rions: At the forefron.’r'of national fror)spor’roﬂon
5}.« research, we are shaping the future of mobility through cutting-edge
Cenfer: technologies and sustainable practices.

Powering Possibilities: Unleashing unprecedented computational
' . capabilities, our institution is home to the world's fastest computer, driving
World S FGSieSt CompUter- advancements across diverse fields and propelling us info the digital
frontier.

'ﬁ' Join us on this journey of innovation and discovery!"
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Contact Information:

Dr. Thomas Potok
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Oak Ridge National Laboratory
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