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About me
• Lead of Data and AI Section – 50 researchers and 

engineers

• Research in intelligent agents, machine learning, 
swarming technology, genetic algorithms, deep 
learning on high performance, quantum, and 
neuromorphic computers.

• 160+ research papers, 19 patents, 4 R&D 100 awards, 
3 Gordon Bell Finalists

• Married 36 years, a son in the US Navy, and a 
daughter who works at ORNL 

• Love/Hate relationship with my 1966 GTO (since 1980)
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Machine Learning and AI – 
It’s a wild ride
• AI is everywhere, everyone is an expert

• Great opportunities with huge 
challenges

• A pivotal time for AI in mobility
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Brief History of AI – The Perceptron – Model the Brain

1943 - The Perceptron – a simple neuron and 
synapse system

1958 - Perceptron machine created

Start of the first AI revolution

Could not do XOR, the Perceptron is dead

Perceptron
McCulloch, W; Pitts, W (1943). "A Logical 
Calculus of Ideas Immanent in Nervous 
Activity". Bulletin of Mathematical Biophysics. 5: 
115–133

Rosenblatt, Frank (1957). "The Perceptron—a 
perceiving and recognizing automaton". Report 
85-460-1. Cornell Aeronautical Laboratory.

https://www.bibsonomy.org/bibtex/13e8e0d06f376f3eb95af89d5a2f15957/schaul
https://www.bibsonomy.org/bibtex/13e8e0d06f376f3eb95af89d5a2f15957/schaul
https://www.bibsonomy.org/bibtex/13e8e0d06f376f3eb95af89d5a2f15957/schaul
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Expert System – Follow the rules

Represent knowledge in graphs and 
rules

With enough knowledge and rules a 
computer should be able to think?

Define a representation and rules for 
an employee?

Attributes
Pictures
Tensors
Nodes

Networks
Rules

Node

Attributes
Pictures
Tensors
Nodes

Networks
Rules

Node

Expert Systems
Meta Models
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The Perceptron and GPUs

– Fast simulation of brain 
structure Neural Network

– Train on examples (people’s 
faces)

– Predict based on new data
– Revolutionary results, new AI 

revolution
Deep Learning Network

Perceptron

GPU
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2007 R&D 100 
Piranha

2013 R&D 100 
DTHSTR

AI/ML Background

Text Analysis

Intelligent Agents

Machine 
Learning

Swarm 
Intelligence

Evolutionary 
Algorithms

R. M. Patton, B. G. Beckerman, T. E. Potok, 
“Analysis and Classification of Mammography 
Reports Using Maximum Variation Sampling”, 

Genetic and Evolutionary Computation: 
Medical Applications published by Wiley, 

January 2011, ISBN: 978-0-470-74813-8.

X. Cui, J. Beaver, J. S. Charles, and T. Potok, 
“The GPU Enhanced Parallel Computing for 
Large Scale Data Clustering”, Accepted for 

Book Chapter of GPU Computing Gems 
2010,  Springer

X. Cui, R. M. Patton, J. Treadwell, and T. E. 
Potok, “Particle Swarm Based Collective 

Searching Model for Adaptive Environment,” 
book chapter in Springer’s Studies in 

Computational Intelligence (SCI), Proceedings 
of 2nd Workshop on Nature Inspired 

Cooperative Strategies for Optimization, 
November, 2007

Y. Jiao, A.R. Hurson, and T.E. Potok, “Mobile 
agent-based information systems and security,” 
The Encyclopedia of Information Science and 

Technology, 2nd ed.

X. Cui, J. Gao, and T. E. Potok, “A Flocking 
Based Algorithm for Document Clustering 
Analysis,” Journal of System Architecture, 
Special issue on Nature Inspired Applied 

Systems, 2006.

X. Cui and T.E. Potok, “Document Clustering 
Analysis based on Hybrid PSO+K-means 

Algorithm,” Special Issue on Efficient Heuristics 
for Information Organization in the Journal of 

Computer Science, 2005.

Y. Zhang, F. Mueller, X. Cui, and T. E. Potok, 
“Large-Scale Multi-Dimensional Document 

Clustering on GPU Clusters”, IEEE International 
Parallel & Distributed Processing Symposium 

(IPDPS 2010), April, 2010

X. Cui, L. Pullum, J. Treadwell, R. M. Patton, and 
T. E. Potok, “A Stigmergy Approach for Open 

Source Software Developer Community 
Simulation”, Symposium on Social Computing 

Applications (SCA09), September, 2009, 
Vancouver, Canada

J. M. Beaver, X. Cui, J. St. Charles, and T. E. 
Potok, “Modeling Success in FLOSS Project 

Groups”, Proceedings of the Predictor Models in 
Software Engineering (PROMISE) 2009, May, 

2009, Vancouver, Canada

Y. Zhang, F. Mueller, X. Cui, and T. E. Potok, 
“GPU-Accelerated Text Mining,” Workshop on 

Exploiting Parallelism using GPUs and other 
Hardware-Assisted Methods, March, 2009, 

Seattle, Washington, USA

M. Ongtang, A. Hurson, Y. Jiao, and T. E. Potok, 
“Agent-based transactions management for 

mobile multidatabase,” In Proc. of the 3rd IEEE 
International Conference on Wireless and 

Mobile Computing, Networking and 
Communications, (WiMob’07), 2007.

E. Jean, Y. Jiao, A. Hurson, and T. E. Potok, “SAS: 
A secure aglet server,” In Proc. of Computer 

Security Conference 2007, available online at 
http://computersecurityconference.com/Pape

rs2007/CSC2007Jean.doc., 2007.

P. Yan, Y. Jiao, A.R. Hurson, and T.E. Potok, 
“Semantic-based information retrieval of 

biomedical data,” In Proc. of the 21st Annual 
ACM Symposium on Applied Computing –

Semantic-Based Resource Discovery, Retrieval 
and Composition (RDRC), pp.1700-1704, 2006.

A.R. Hurson, E. Jean, M. Ongtang, X. Gao, Y. 
Jiao, and T. E. Potok, “Recent advances in 

mobile agent-oriented applications”. Mobile 
Intelligence: Mobile Computing and 

Computational Intelligence, John Wiley & Sons, 
2009.

B. G. Sumpter, R. K. Vasudevan, T. Potok, and S. 
V. Kalinin, “A bridge for accelerating materials 
by design,” npj Comput. Mater. 1, 15008, 2015.

R. Patton, T. Potok and B. Worley, “Discovery & 
Refinement of Scientific Information via a 

Recommender System”,  The Second 
International Conference on Advanced 

Communications and Computation, 2012, 31–
35. 

Y. Zhang, F. Mueller, X. Cui, T. E. Potok, “A 
Programming Model for Massive Data 

Parallelism with Data Dependencies”, The 
Eighteenth International Conference on Parallel 

Architectures and Compilation Techniques 
(PACT), September, 2009, Raleigh, NC, USA

X. Cui, J. M. Beaver, J. St. Charles, and T. E. 
Potok, “Dimensionality Reduction for High 
Dimensional Particle Swarm Clustering,” 

Proceedings of the IEEE Swarm Intelligence 
Symposium, September, 2008, St. Louis, USA

X. Cui, and T. Potok, “Swarm Intelligence in 
Document Clustering”, book chapter in 

Handbook of Research on Text and Web 
Mining Technologies, Idea Group Inc. 2008, 

USA.

Y. Zhang, F. Mueller, X. Cui, and T. E. Potok, 
“Data-Intensive Document Clustering on GPU 
Clusters”, Accepted for Journal of Parallel and 

Distributed Computing, 2010

R. M. Patton, B. G. Beckerman, T. E. Potok, and 
J. N. Treadwell, “Genetic Algorithm for Analysis 
of Abdominal Aortic Aneurysms in Radiology 

Reports”, Genetic and Evolutionary 
Computation Conference, July 2010.

R. M. Patton, J. N. Treadwell, R. A. Kerekes, and 
T. E. Potok, “Discovery, Analysis, and 

Characteristics of Event Impacts”, The 11th 
International Conference on Information Fusion, 

July 2008.

J. S. Charles, T. E. Potok, R. M. Patton, and X. 
Cui, “Flocking-based Document Clustering on 
the Graphics Processing Unit,” book chapter in 
Springer’s Studies in Computational Intelligence 
(SCI), Proceedings of 2nd Workshop on Nature 

Inspired Cooperative Strategies for 
Optimization, November, 2007

X. Cui and T. E. Potok, “A Bio-inspired Clustering 
Approach for Dynamic Document Distributed 

Analysis”, International Journal of 
Computational Intelligence Theory and 

Practice, 2006, ISSN: 0973-5267.

Y. Zhang, F. Mueller, X. Cui, and T. E. Potok, 
“ScalaExtrap: Trace-Based Communication 

Extrapolation for SPMD Programs”, accepted to 
Parallel Architectures and Compilation 

Techniques (PACT), Vienna, Austria, 2010

Deep Learning
Graph Neural Networks

Evolutionary Optimization

Machine 
Learning

Publication 
Mining

Quantum Computing

Neuromorphic 
Computing

Networks of computers Cluster 
computers GPUs HPC Hybrid HPC 

CPU/GPU
Neuromorphic

Quantum

2018 Gordon
Bell Finalists

R&D 100

2020 Gordon
Bell  R&D100 

Finalists

NCTCFBI MarinesNRO DIA DOENavyArmy DHSCIANSA SOCOM

2022 Gordon
Bell Finalist 

R&D100 

OSD MDA

2023 R&D100 

http://www.wiley.com/WileyCDA/WileyTitle/productCd-0470748133.html
http://www.wiley.com/WileyCDA/WileyTitle/productCd-0470748133.html
http://computersecurityconference.com/Papers2007/CSC2007Jean.doc
http://computersecurityconference.com/Papers2007/CSC2007Jean.doc
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New AI Trends

Large Language Model 
•What word comes next?

Learning from graphs
•Does this person fit in my social 

network?

Brain Inspired Computing 
•Native AI at very low power

Vaswani, A., “Attention Is All You 
Need”, arXiv e-prints, 2017.

Kwei-Herng Lai, et al. 2020. Policy-GNN: 
Aggregation Optimization for Graph Neural 
Networks.(KDD '20). 

Catherine Schuman
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Example: Representing an employee 

Biography
"My name is Alex Drysdale and I am a 
Junior Web Developer for Oswald 
Technologies. I am an accomplished 
coder and programmer, and I enjoy using 
my skills to contribute to the exciting 
technological advances that happen every 
day at Oswald Tech. I graduated from the 
California Institute of Technology in 2016 
with a bachelor's degree in software 
development. While in school, I earned the 
2015 Edmund Gains Award for my 
exemplary academic performance and 
leadership skills."

Large
Language
Model

Bio vector

Network vector

Professional Network

Graph 
Neural 
Network

Bio vector

Network vector
Bio vector

Network vector
Bio vector

Network vector

Bio vector

Network vector
Bio vector

Network vector
Bio vector

Network vector
Bio vector

Network vector
Bio vector

Network vector
Bio vector

Network vector

Co-authors

Co-references

Topic
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Example: Using the network

Bio vector

Network vector

Graph 
Neural 
Network

Smoky Mountain Mobility

Bio vector

Network vector
Bio vector

Network vector
Bio vector

Network vector

Is this person a fit for SMMC?

What sessions would be of interest?

Who should they meet?
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Nine Yards – Material Science

Large
Language

Model

Publication

Formula

Graph 
Neural 

Network

Publication

Network vector
Publication

Network vector
Publication

Network vector
Publication

Formula

Publication

Network vector
Publication

Formula
Publication

Network vector
Publication

Network vector
Publication

Formula

Co-authors

Co-references
Concept

C10 H11 I N4 O22

Knowledge 
Graph
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YBCO

Generative AI and Knowledge Graph

Publication

Formula

C10 H11 I N4 O22

Graph 
Neural 
Network

Enhanced Storage 
Composites

Bio vector

Network vector
Bio vector

Network vector
Bio vector

Network vector

LaOFeAs
LiMn2O4

Will this material produce a better 
batteries?

Under what conditions can this 
battery operate?

Can it be used to power a vehicle?
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Neuromorphic Computing: Back to the perceptron in hardware - 
Engine Control for Fuel Efficiency

Engine 
Simulation 

Closed Loop 
Control

SNN to 
evaluate

Fitness
Score

Trained SNN 
for 

Deployment

Observations

Action

Catherine D. Schuman, Steven R. Young, J. Parker Mitchell, J. Travis Johnston, Derek Rose, Bryan P. Maldonado, 
Brian C. Kaul. “Low Size, Weight, and Power Neuromorphic Computing to Improve Combustion Engine Efficiency.” 
International Conference on Green and Sustainable Computing 2020.  Accepted. 

Engine
Signal

Fuel
Control

Spiking Neural Network (SNN)

Neuromorphic 
Simulation

Internal 
Combustion 

Engine
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Neuromorphic Engine Control for Fuel Efficiency



1515

DASIC
• Objective

– Develop a prediction model for estimation of future system state and utility à removes computation load 
from the RL engine and can be used as a low-cost, low fidelity model to improve RL efficiency.

– Develop a reinforcement learning-based control system for traffic signal timing.
– Partial Observability Issue: limited sensor coverage à use Graph Neural Network (GNN) to estimate.
– Scalability: RL agent is trained in a decentralized way: all controllers to have an independently trained with

neighbor dataà allow rapid real world deployment.

• Coupled Transportation Digital Twins and AI-empowered Control
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Results

Implementation Training and deployment pipeline

Performance of the prediction model (GNN + LSTM) Performance of RL agent: traffic volume
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Neuromorphic Computing: Energy Efficient AI for the Edge

• Open research questions:
1. How do we design AI for 

edge computing?
2. What are the technological 

barriers to development and 
deployment of AI to the 
edge?

3. How effective can AI 
leverage multi-sensor data 
(e.g., camera, LIDAR, Radar, 
GPS, IMUs)?

From small scale Test & 
Development

To full scale Test & 
Development
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Driving Innovation: The Strength of ORNL

Award-Winning AI Research: Recognized Excellence: Our groundbreaking AI research has garnered 
prestigious awards, pushing the boundaries of artificial intelligence and its 
transformative potential.

National Transportation Research 
Center:

Pioneering Mobility Solutions: At the forefront of national transportation 
research, we are shaping the future of mobility through cutting-edge 
technologies and sustainable practices.

World's Fastest Computer:
Powering Possibilities: Unleashing unprecedented computational 
capabilities, our institution is home to the world's fastest computer, driving 
advancements across diverse fields and propelling us into the digital 
frontier.

Join us on this journey of innovation and discovery!"
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